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Research was carried out mainly in areas of time series analysis and multivariate

analysis. The most important results in the first area apply to regression, autoregres-

sion, moving averages, and more generally, stationary stochastic processes. In the

second area the results have to do with elliptically contoured distributions.

A simple condition has been derived for a numerical-valued Markov chain to be

first-order autoregressive. The stationary probabilities of a general finite chain can

be efficiently estimated by the mean of the corresponding vector-valued process.

Statistical inference about regression models and autoregression models is often

based on the estimators of the coefficients being approximately normally distributed

- at least in large qnamples. The applicability of inference based on asymptotic theory

has been suE'.v y extended; a Lindeberg-type condition is sufficient to justify

this. The disturbance vectors need not have a common covariance matrix nor do

they need to be independent; they can be martingale increments. The condition is

implied by a strongly uniformly integrable condition.

A very general asymptotic distribution of a (finite) set of autocorrelations has

been obtained based on the theory for autoregression coefficients. The results for

autocorrelations are valid for linear processes with martingale difference disturbances.

Goodness-of-fit tests fo: time series models based on standardized spectral dis-

tributions have been developed for testing patterns of dependence in stationary pro-

cesses. Tests can be conducted on the basis of the difference between the sample

standardized spectral distribution and hypothesized process standardized spectral

distribution. Considered as a stochastic process with frequency as the "time" pa-

rameter, this difference muitiplied by the square root of the sample size converges

weakly to a Gaussian stochi.stic procession on [0, 7r] with expected value 0. Because

the process depends on autocorrelations, the conditions for the limit results are very

weak. For a linear process (that is, yj = X o 'y.rt-.) Anderson has shown the limiting

distribution of the autocorrelations for the disturbances being martingale differences.

The Gaussian stochastic process is characterized by its covariance function. Af-

ter a suitable monotonic transformation of the frequency parameter, the covariance

function of the transformed )rocess is a constant times min(u, v) - uv+ q(u)q(v), 0 <
uv < 1, where q(u) depeiids on the hypothetical spectral distribution. Note that



min(u, v) - uv is the covariance function of the Brownian bridge.

Tests are based on functionals of the process, such as the Cram6r-von Mises

statistic, the Kolmogorov-Smirnov statistic, and the Anderson-Darling statistic. The

distribution of the Cram6r-von Mises or Anderson-Darling statistic depends on the

eigenvalues of an integral equation involving the covariance function of the limiting

process; the integral equation can be converted to a second-order differential equa-

tion. A formal solution to this problem for standardized spectral distributions has

been found, although it is feasible only in certain cases. The distribution of the
Kolmogorov-Smirnov criterion satisfies a partial differential equation; a numerical

solution is provided by solving recursively an approximating difference equation.

This asymptotic theory has been jv,.Zifled i.uder very general conditions because
the distributions of the criteria depend on the asymptotic distributions of autocorre-

lations.

The principal investigator with R1ai P. Mentz studied iterative methods for es-

timating the parameters of a Gaussian moving average process of order 1. These

procedures yield the exact maximum likelihood estimates. Efficient calculation is

based on the calculation of quadratic forms of relevant matrices in the time domain

and the traces of related matrices in the frequency domain. In iterative procedures for

exact maximum likelihood estimation in first-order Gaussian moving average model
"Woodbury's formula" gives an efficient method for evaluating quadratic forms in

the inverse of a covariance matrix. The computation of the trace of the inverse of

a covariance matrix can be expressed as an infinite series in the autocorrelation. A
very accurate approximation has been obtained.

The other topic of research is inference in elliptically contoured distributions. It

was shown that a scale-invariant vector-valued function has the same asymptotic

distribution as in the normal case except for a factor depending on the kurtosis of the

distribution; this factor can be consistently estimated. A scale-invariant scalar-valued

function with value and first derivatives 0 at the true parameter value has the same

asymptotic distribution as ia the normal case except for the kurtosis factor. In most

cases this asymptotic distribution is X2 .
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*Technical reports Nos. 1-21 were issued on Contracts DAAG29-82-K-0156 and DAAG29-85-K-
0239.
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Inference in multivariate elliptically contoured distributions based on maximum likeli-

hood, by T. W. Anderson and Kai-Tai Fang, Statistical Inference in Elliptically Con-

toured and Related Distribu'ions (Kai-Tai Fang and T. W. Anderson, eds.), Allerton
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Noncentral distributions of quadratic forms for elliptically contoured distributions, by

H. Hsu, Statistical Inferenec in Elliptically Contoured and Related Distributions (Kai-
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[A part of Technical Report No. 14]
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H. F. Chen, Statistical Inference in Elliptically Contoared and Related Distributions

(Kai-Tai Fang and T. W. Anderson, eds.), Allerton Press, Inc., New York, 1990,

25-36. [Technical Report No. 10]

The asymptotic distribution of autocorrelation coefficients, by T. W. Anderson, The

Art of Statistical Science: a Tribute to G. S. Watson (K. V. Mardia, ed.), John Wiley

& Sons, Ltd., Chichester, Sussex, 1992, 9-25. [Technical Report No. 261

Theory and applications of elliptically contoured ani related distributions, by T.

W. Anderson and K. T. Fang, The Development of S'atistics: Recent Contributions

from China (X. R. Chen, K. T. Fang and C. C. Yang, eds.), Longman Scientific and

Technical, Harlow, Essex, 1992, 41-62. [Technical Repart No. 24]

Asymptotic distributions of regression and autoregression coefficients with martin-

gale difference disturbanccs by T. W. Anderson and Naoto Kunitomo, Journal of

Multivariate Analysis, 40 (1992), 221-243. [Technical Report No. 23]
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